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Abstract

An implicit direct-time integration method for obtaining transient responses of general dynamic systems
is described. The conventional Newmark method cannot be directly applied to state-space first-order
differential equations, which contain no explicit acceleration terms. The method proposed here is the state-
space Newmark method that incorporates the average velocity concept, and can be applied to an analysis of
general dynamic systems that are expressed by state-space first-order differential equations. It is also readily
coded into a program. Stability and accuracy analyses indicate that the method is numerically
unconditionally stable like the conventional Newmark method, and has a period error of second-order
accuracy for small damping and fourth-order for large damping and an amplitude error of second-order,
regardless of damping. In addition, its utility and validity are confirmed by two application examples. The
results suggest that the proposed state-space Newmark method based on average velocity be generally
applied to the analysis of transient responses of general dynamic systems with a high degree of reliability
with respect to stability and accuracy.
r 2004 Elsevier Ltd. All rights reserved.
1. Introduction

Generally, available direct-time integration methods for transient response analyses are
classified as the explicit time integration procedure, e.g., the central difference and Runge–Kutta
see front matter r 2004 Elsevier Ltd. All rights reserved.

jsv.2004.02.003

ding author. Tel: +82-42-868-7356, Fax: +082-42-868-7440.

resses: kbo2612@kimm.re.kr (B.O. Kim), aslee@kimm.re.kr (A.S. Lee).

www.elsevier.com/locate/jsvi


ARTICLE IN PRESS

B.O. Kim, A.S. Lee / Journal of Sound and Vibration 281 (2005) 1023–10351024
methods, and the implicit time integration procedure, e.g., Newmark, Wilson-y and Houbolt
methods [1–6].
Most previous studies of the direct-time integration methods had focused on improvements in

computational efficiency and accuracy by improving existing conventional methods or adapting
them for specific applications. Trujillo [7], Park and Houser [8], Braekhus and Aasen [9] and
Bhatti and Pister [10] presented advanced explicit time integration schemes intended for
applications to general structures and structures with material nonlinearities. Klein and Trujillo
[11], Zienkiewicz [12], Hilber and Hughes [13] and Wood et al. [14] described improved implicit
methods for transient response analyses. Belyschko et al. [15], Belyschko and Mullen [16], Hughes
and Liu [17] and Bazzi and Anderheggen [18] reported on direct-time integration procedures that
combine explicit and implicit methods, and investigated their numerical stabilities and performed
transient analyses. Hughes [19], Dokainish and Subbaraj [20] and Subbaraj and Dokainish [21]
presented comprehensive surveys of direct-time integration methods, such as conventional explicit
and implicit methods, improved implicit methods and the mixed implicit–explicit method, and
summarized the computational procedures involved in transient analyses. Subbiah et al. [22] and
Ratan and Rodriguez [23,24] also proposed time integration algorithms that made use of the
explicit and implicit methods to predict the transient behaviors of conservative, non conservative
and nonlinear rotor-bearing systems. Recently, some time integration methods that are
unconditionally stable and have higher-order accuracies have been reported. Among these,
Kim et al. [25] proposed a method obtained by the generalized average acceleration concept and
Fung [26,27] described a method obtained by applying the collocation technique to first- and
second-order differential equations.
Generally, explicit methods have some advantages over implicit methods in terms of

computational cost and memory space per calculation step but they should have a very fine
time-step size, Dt to ensure their numerical stability [4]. In reality, for explicit methods Dt acts as
quite a stringent condition for stability, whereas implicit methods are generally stable for any
given Dt and even their accuracy is guaranteed for an appropriate Dt. Among implicit methods, a
family of the Newmark methods are the most popular and based on the average acceleration the
Newmark method, which is unconditionally stable and has a second-order accuracy is the most
widely used [5].
For a general dynamic system its damping is not proportional to its inertia or stiffness, and as a

result, it is not possible to directly solve the eigenvalue problem. In this case, an eigenvalue
analysis can be performed by transforming the system equation into a first-order differential
equation by introducing the state-space vector [28]. In particular, for a rotor-bearing system, due
to its gyroscopic effect and asymmetrical bearing stiffness and damping, a state-space first-order
differential equation is frequently used for the eigenvalue analysis. However, since the state-space
equation contains no explicit acceleration term, the above-mentioned conventional average
acceleration Newmark method cannot be applied directly to a transient response analysis.
As an implicit direct-time integration method, this study presents the state-space Newmark

method in which the average velocity concept is introduced, which can be directly applied to
transient response analyses of general dynamic systems expressed by state-space first-order
differential equations. Its formulation is presented, and the stability and accuracy of numerical
solutions are analyzed and evaluated. The utility and validity of the method are also illustrated by
applications to the transient analyses of two sample systems.
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2. State-space Newmark method

2.1. General formulation

By introducing the state-space vector, a second-order differential equation of general dynamic
system can be rewritten by a state-space first-order differential equation as given by

f _qg ¼ ½A�fqg þ fFg; ð1Þ

where fqg ¼ ½f _xg; fxg�T is the state-space vector, {x} the displacement vector, [A] the system
dynamic matrix and {F} the forcing vector, and [A] and {F} are given by

½A� ¼
	½M�	1½C� 	½M�	1½K�

½I � ½0�

" #
; ð2Þ

fFg ¼
½M�	1ff ðtÞg

f0g

( )
; ð3Þ

where [M], [C], [K] are the inertia, damping and stiffness matrices of the system, and f(t) the
external forcing vector. Referring to Fig. 1, defining a new variable t ð0ptpDtÞ for the time
interval Dt between time tn+1 and tn (or between the step n+1 and n) and introducing the constant
average velocity, f _qðtÞg; within Dt, then

f _qðtÞg ¼
1

2
f _qgnþ1 þ f _qgn

� �
; ð4Þ

Considering fqðtÞg ¼ fqgn at t ¼ 0 and integrating Eq. (4),

fqðtÞg ¼ fqgn þ
t
2

f _qgnþ1 þ f _qgn

� �
; ð5Þ

From Eq. (5) the displacement vector at t ¼ Dt or t ¼ tnþ1 is

fqgnþ1 ¼ fqgn þ
Dt

2
f _qgnþ1 þ f _qgn

� �
: ð6Þ
{q}

t
t n t n+1τ

τ

{q}

{q}

0

{q( )}

n+1

n

∆t

Fig. 1. Constant average velocity for the state-space Newmark method.
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From Eq. (6) the velocity vector at time tn+1 is

f _qgnþ1 ¼
2

Dt
fqgnþ1 	 fqgn

� �
	 f _qgn: ð7Þ

Finally, considering Eq. (1) at time tn+1 and substituting it into Eq. (7),

fqgnþ1 ¼ ½I � 	
Dt

2
½A�

� �	1

fqgn þ
Dt

2
f _qgn þ

Dt

2
fFgnþ1

� �
: ð8Þ

Now, the state-space vector values at time tn+1 can be readily calculated from Eq. (8) using the
values at time tn. The formulation of the above-proposed average velocity state-space Newmark
method is much simpler and more straightforward than that of the conventional average
acceleration Newmark method. Therefore, it can be more readily coded into a software program.
2.2. Stability and accuracy analyses

Here, stability and accuracy analyses of the proposed average velocity state-space Newmark
method are performed, considering a 1-dof system for the sake of convenience. However, results
are valid for general multidegrees of freedom systems without any loss in generality [26].
2.2.1. Stability analysis of solution

Considering Eq. (1) at time tn and excluding the forcing vector, then

f _qgn ¼ ½A�fqgn: ð9Þ

Substituting Eq. (9) into Eq. (8) and constructing the recursive relationship, the state-space vector
at time tn þ pDt is related to that at time tn by

fqgnþp ¼ ½Am�
pfqgn; p ¼ 0; 1; 2; . . . ; ð10Þ

where [Am] is the amplification matrix given by Eq. (11) with o ¼
ffiffiffiffiffiffiffiffiffi
k=m

p
and z ¼ c=2

ffiffiffiffiffiffiffi
km

p
; and m,

c, k are the mass, damping, stiffness of a 1-dof system.

½Am� ¼ ½I � 	
Dt

2
½A�

� �	1

½I � þ
Dt

2
½A�

� �

¼

4	4zoDt	o2Dt2

4þ4zoDtþo2Dt2
	4o2Dt

4þ4zoDt	o2Dt2

4Dt
4þ4zoDtþo2Dt2

4þ4zoDt	o2Dt2

4þ4zoDtþo2Dt2

2
4

3
5: ð11Þ

Now, Eq. (11) may be used to evaluate numerical stability of the proposed method. As the time or
step increases progressively, the condition in which a numerical solution of Eq. (10) be bounded is
rðAmÞp1 [29], where rðAmÞ is the spectral radius of ½Am� defined by rðAmÞ ¼ max lij j; i=1,2 and li

the system eigenvalue. Fig. 2 shows the spectral radii for different z values as a function of
dimensionless time step size, Dt/T, with system period T. It should be noted that regardless of z,
the spectral radii are equal to 1 or less than 1 at any time step size. Therefore, the proposed
method may be pronounced to be unconditionally stable. The conventional average acceleration
Newmark method also has the same unconditional stability [3].
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Fig. 2. Spectral radii of the amplification matrix as a function of Dt/T for different z values.
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2.2.2. Accuracy analysis of solution
From Eq. (10) the difference equation of motion between time tn and tn+1 is

fqgnþ1 ¼ ½Am�fqgn: ð12Þ

The solution of the difference equation is expressed by [6]

fqgn ¼ frgelnDt ¼ frgdn: ð13Þ

Substitution of Eq. (13) into Eq. (12), results in the following standard eigenvalue problem

½Am�frg ¼ dfrg: ð14Þ

The eigenvalues and eigenvectors of Eq. (14) are given by

d1;2 ¼
4	 o2Dt2 � j4oDt

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1	 z2

p
4þ 4zoDt þ o2Dt2

; frg1;2 ¼
o	 z� j

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1	 z2

p� �
1

( )
: ð15Þ

The general solution of {qn} can then be written as

fqgn ¼ a1frg1d
n
1 þ a2frg2d

n
2: ð16Þ

Considering the initial conditions from Eq. (16), the displacement component, xn, is obtained by

xn ¼ Rn _x0 þ x0zo

o
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1	 z2

p sin nfþ x0 cos nf

 !
; ð17Þ

where _x0 and x0 are the initial velocity and displacement, and R and f are given by

R ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4þ o2Dt2 	 4zoDt

4þ o2Dt2 þ 4zoDt

s
; f ¼ tan	1 4oDt

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1	 z2

p
4	 o2Dt2

: ð18Þ
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In addition, an exact solution for a 1-dof under-damped system [30] is given by

xðtÞ ¼ e	zot _x0 þ x0zo

o
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1	 z2

p sin odt þ x0 cos odt

 !
; ð19Þ

where od ¼ o
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1	 z2:

p
The numerical solution of Eq. (17) looks quite similar to the exact solution of Eq. (19).

However, an approximate solution by direct-time integration may generally produce an amplitude
or period error as illustrated in Fig. 3. Hence, the accuracy of the numerical solution needs to be
evaluated more precisely by comparing the vibration periods and amplitudes of the two solutions
with each other.
In order to analyze the vibration period, sin nf in Eq. (17) can be rewritten as

sin
f
Dt

nDt ¼ sin ont; ð20Þ

where

on ¼
f
Dt

¼
1

Dt
tan	1 4oDt

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1	 z2

p
4	 o2Dt2

: ð21Þ

Expanding the frequency o� by oDt as the Taylor series,

on ¼ o
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1	 z2

q
þ

o3Dt2

12
ð4z2 	 1Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1	 z2

q
þOðoDtÞ5: ð22Þ

The first term of Eq. (22) is identical to od, which is the frequency of the exact solution, and the
period error is produced by the remaining terms. The period error (%) is defined by

ep ¼
�T 	 T

T

 100 ð%Þ; ð23Þ

where T ¼ 2p=od and �T ¼ 2p=on are the periods of the exact and numerical solutions. Fig. 4
shows the period error as a function of Dt/T for different z values, and an appropriate Dt can be
determined with regard to the period error. The period error has a second-order accuracy for light
dampings ðz ¼ 0:01; 0:05; 0:1Þ and a fourth-order for large damping ðz ¼ 0:5Þ with respect to Dt/T.
It has been reported that the period error for the conventional Newmark method has a second-
order accuracy for zero damping [4].
Fig. 3. Possible amplitude and period errors in the numerical solution.
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On the other hand, expanding the amplitude component, Rn, of Eq. (17) by oDt as the Taylor
series,

Rn ¼ 1	 zðonDtÞ þ
1

2
z2ðonDtÞ2 þ

1

12
znð3	 2ð2þ n2Þz2ÞðoDtÞ3 þOðoDtÞ4: ð24Þ

Also, expanding the amplitude component, e	zot, of Eq. (19) as the Taylor series,

e	zot ¼ 1	 zðotÞ þ
1

2
z2ðotÞ2 	

1

6
z3ðotÞ3 þOðotÞ4: ð25Þ

From Eqs. (24) and (25) it can be seen that the amplitudes of the numerical and exact solutions are
identical up to the third terms and that the remaining terms produce the amplitude error. The
amplitude error is defined by

eA ¼ Rn 	 e	zoT
�� ��: ð26Þ
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Fig. 5 shows the amplitude error as a function of Dt/T for different z values, and similarly, an
appropriate Dt can be determined concerning the amplitude error. It can be seen that the
amplitude error has a second-order accuracy, regardless of damping. In addition, the amplitude
error of the conventional Newmark method has a second-order accuracy [4].
3. Transient response analyses

In order to illustrate the utility and validity of the proposed state-space Newmark method,
transient response analyses were performed for two sample systems.

3.1. Two-degrees-of-freedom vibration system

A model of a 2-dof vibration system is shown in Fig. 6. For the model, m1 ¼ 2000kg; m2 ¼

50 kg; k1 ¼ 103 N=M; k2 ¼ 104 N=M and the damping ratios are z1 ¼ 0:01 and z2 ¼ 0:2; the
Fig. 6. A model of a 2-dof system.
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Fig. 7. Transient responses of m1 obtained by three different methods.
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Table 1

Comparison of calculation times using Matlab 6.5

Method Elapse time (s)

Conventional Newmark 0.032

Proposed state-space Newmark 0.031
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external forcing vector ff ðtÞg ¼ ½0; 10 cos 3t�TN and the initial conditions x1 ¼ x2 ¼ _x1 ¼ _x2 ¼ 0:
Figs. 7 and 8 show the transient responses, x1 and x2, of m1 and m2 obtained by the proposed
state-space method, the Runge–Kutta fourth-order method and the exact solution. The time step
sizes for numerical analyses have all been set to Dt ¼ 0:05 s: It can be seen that m1 has a highly
vibratory transient response and that m2 quickly reaches a steady-state oscillating response. For
the given Dt, the proposed method yields numerical solutions which are quite close to the exact
solutions, regardless of the response characteristic of each mass, and the proposed method also
outperforms the Runge–Kutta method.
In addition, for this sample problem, the proposed method and the conventional average

acceleration Newmark method provide identical numerical solutions. Although the proposed
method has increased row and column sizes twice that of every matrix and column vector involved
in the formulation, the two methods require about the same calculation times, as shown in Table
1, since the proposed method involves a more simplified coding and thereby fewer calculation
operations.

3.2. Turbo-compressor rotor-bearing system

As a practical application sample, a model of a one-stage turbo-compressor rotor-bearing
system [31], running at 30,000 rev/min, is shown in Fig. 9, and its detailed finite element modeling
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Fig. 9. A finite element model of a one-stage turbo-compressor rotor-bearing system.

Table 2

Finite element modeling data of the turbo-compressor rotor-bearing system

Shaft element

Element no. Length (mm) Diameter (mm)

1 127 38.1

2 50.8 38.1

3 76.2 63.5

4 76.2 63.5

5 50.8 38.1

6 50.8 38.1

E ¼ 2:0
 1011 N=m2 r ¼ 7833:48kg=m3

Disk element

Disk no. Mass (kg) It (kgm
2) Ip (kgm2)

D1 4.536 0.0183 0.0366

D2 4.536E-05 0.0000 0.0000

Bearing stiffness and damping

Bearing no. Kxx (N/m) Kyy (N/m) Cxx (N s/m) Cyy (N s/m)

1 2.189E8 2.277E8 8.494E4 8.756E4

2 2.189E8 2.189E8 8.581E4 8.581E4
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data are given in Table 2. Unbalances considered for disks 1 and 2 are all 7.2 gmm, and their
locations are 01 and 1801, respectively, from a reference point. A transient response analysis of the
rotor-bearing system was carried out for the given sudden unbalances, where the time step size
was Dt ¼ 0:0001 s: The horizontal (x-direction) displacement response at station No. 1 obtained
by the proposed method for a duration of 0.02 s is shown in Fig. 10. It can be seen that the result
obtained by the proposed method is in good agreement with the reference result obtained for the
same time step size.
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4. Conclusions

A state-space Newmark method in which the average velocity concept is introduced to obtain
transient responses of general dynamic systems is proposed, and its numerical stability and
accuracy are analyzed. The proposed method is a much simpler and more straightforward
formulation for obtaining numerical solutions than the conventional average acceleration
Newmark method, and as a result, it is more readily coded into a software program. The proposed
method is numerically unconditionally stable like the conventional Newmark method, and has a
period error of second-order accuracy for small damping and fourth-order for large damping and
an amplitude error of second-order, regardless of damping. The utility and validity of the method
were confirmed by two application examples. In spite of twice the increase in the row and column
sizes of every matrix and column vector involved in the state-space formulation, the proposed
method requires almost the same computation time as the conventional Newmark method for the
simple problem considered here because of a more simplified coding compared to the latter.
Finally, the proposed state-space Newmark method based on the average velocity can be generally
applied to the analysis of transient responses of general dynamic systems with a high degree of
reliability with respect to its stability and accuracy.
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